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A B S T R A C T 

Using deep learning strategies has a substantial effect to forecast tumor presence when it comes to clinical image segmentation on brain MR images. 

Handson segmentation of a brain tumor is a complex process as it depends on expertise and experience of medical professionals. In this paper, we provide a 

semantic segmentation approach by using convolutional semantic network to instantly sector brain tumor on 3D Brain Tumor Segmentation (BraTS) image 

data sets. This consist of 4 various imaging modalities (T1, T1C, Flair, and T2). Additionally, our research study consists of 3D imaging of the entire brain 

and contrast between ground fact and forecasted labels in 3D. To acquire specific growth area and measurements such as depth, size as well as height, this 

technique was used efficiently and images were presented with various planes consisting of sagittal, axial and coronal. Assessment outcomes of semantic 

segmentation which was implemented by a deep learning network are considerably appealing about tumor prediction. The mean prediction ratio was 

established as 91.718. Mean IoU (Intersection over Union) as well as Mean BF rating were computed as 86.946 and 92.938, specifically. Dice ratings of the 

examination images were revealed to have considerable resemblance between ground reality and anticipated labels. Therefore, both semantic segmentation 

metrics and also 3D imaging can be taken purposefully for identifying brain tumor properly.  
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1. Introduction 

A brain tumor can be either a non-cancerous or malignant development of unusual cells in the brain, which can be referred to as benign or malignant. The 

benign lumps remain in a framework of harmony as well as exclude active cells, whereas malignant lumps include energetic cancer cells, which have a 

non-uniformity structure [1, 2]. These growths can be categorized as main brain tumors and metastatic ones. In main brain tumors, the cells are essentially 

brain cells, nevertheless, in metastatic tumors, cells with cancer cells have spread out right into the brain from one more body component which is 

contaminated. The important sort of tumor is called gliomas and also, they can be varied from state-of-the-art (HG) growth called glioblastoma multiform 

(GBM) to low-grade (LG) lumps like astrocytomas or oligodendrogliomas [3, 4].  

Detecting brain tumors from MRI (Magnetic Resonance Imaging) images by using software-based applications consist of procedures such as 

segmentation, growth discovery, and classification. To identify brain tumors with greater precision and credibility, the application of deep learning 

approaches has actually been an area of substantial possibility and assurance [5]. The major function of identifying brain tumor with computer-aided 

systems is to get considerable professional info relating to the tumor kind, visibility, and location [6].  

Segmentation of MRI brain image data has exceptional advantages on the software-based clinical image evaluation to identify tumors much more 

accurately. MRI images can be dramatically impacted by noise and artifacts, which trigger a much harder segmentation procedure, due to the restriction of 

image acquisition tools [7]. Although MRI is a reliable strategy to define brain framework precisely, criteria such as inadequate spatial resolution, reduced 
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comparison, inhomogeneity and instability of item forms can make clinical image segmentation trivial [8,9,10). In computer-aided clinical image 

evaluation and medical diagnosis, segmentation is reliable and dependable pre-processing technique. MRI brain images have a large range of applications 

because of their complicated physiological framework and value for exploring human habits. The non-uniformity, which is brought on by radio-frequency 

coil develops an extra difficult segmentation procedure because of the unclear framework of the cell borders on the image [11,12].  

In literature, there exist numerous computer-aided methods for medical image segmentation, such as fuzzy-based, semantic-based, artificial neural 

network (ANN) [13, 14]. According to current research, a convolutional neural network (CNN), which is among the deep learning approaches is fairly 

valuable segmentation process because of its capability to facilitate high precision [15,16]. Deep learning is carried out by  a convolutional multi-layer 

neural network as well as its design comprises several complimentary parameters and hidden layers. With this methodology, each MRI input image 

relocates through a set of convolution layers, merging layer, filters/kernels, and fully-connected layers and also in the last phase, a process is conducted for 

the output generation procedure [17].  

Numerous kinds of deep knowing network frameworks, as an example, CNN, consist of deep residual Network (DRN), deep feed-forward network, deep 

convolutional neural network (DCNN) and also U-Net. Amongst these deep knowing strategies, the CNN is one of the most usual one in the area of the 

image handling because of its special framework. This framework entails an input layer, function removal lavers that collaborate with convolutional 

layers, a rectified linear unit (ReLU) layer to trigger the feature, merging layers, as well as category layers [17]. Recently, CNN came to be a preferred 

technique to examine medical images. To use the division with CNN, target voxel or pixel is authorized with a patch and afterward fed right into networks 

as input and also for the result of the networks; the facility voxel can be used. Because of the convolutional layers, CNNs r ecord substantial non-linear 

matching between outcomes and inputs [18-20]. CNN can determine complicated features from the brain images. For the inputs of CNN, spots of MRI 

brain images were removed and are fed right into the network for processing. Furthermore, to remove these complicated features, trainable convolutional 

filters and also local subsampling are used [21, 22].  

Restoration of three-dimensional medical images has an increasing interest in the biomedical research studies. To restore such data sets right into 3D 

volumes via recording of 2D slices, there are numerous kinds of applications [23-25]. For this idea, one research study recommends an updated approach 

for automated option of landmarks along the contours of 2D MRI slices of the human brain. To carry out automated segmentation , the needed formulas 

can be categorized as landmarks and non-landmark based techniques [23].  

The manual segmentation of 3D MRI images performed by medical professionals depends upon the practical knowledge and experience of the medical 

professional. To avoid user-based breakdowns in addition to problems stated prior in this paper, automated segmentation algorithms can be applied on 

medical images given that they can offer dependable and quantifiable outcomes. Due to the reduced contrast between soft cells, enhanced noise, as well as 

various kinds of artifacts in MRI images, can mitigate precision while identifying and can cause misdiagnosis [26, 27]. The automatic brain-image 

segmentation process can be classified right into 3 courses such as statistical-based, learning-based, and atlas-based, which was explained previously. 

Amongst these 3 groups, learning-based strategies are one of the most reliable ones given that they do not need the registration step. Rather, they use 

obtained features from qualified images for the function of learning a monitored segmentation version [28, 29]. To eliminate the restrictions of using 

hands-on functions, the deep learning technique of deep convolutional neural networks (DCNNs) was created, which has considerable significance on 

brain image segmentation [30, 31].  

In general, 3D MRI image data are adopted because it can be valuable to make a DCNN to perform 3D volumetric segmentation. The network can offer 

spatial details amongst adjacent image cuts [26]. To use segmentation effectively to three-dimensional clinical images by using deep learning approaches, 

there are various kinds of concerns such as the background of the clinical images, restrictions of source memory and unpredictable dataset issue [32]. This 

particular research suggests various methods relating to the segmentation of 3D clinical images by using a deep learning network. It is called ' Multi-

projection' network, which safeguards the memory of sources by using 2D kernels as getting the 3D details of the image by merging slices which are 

obtained at various planar projections [32]. As an input brain image, BRATS datasets were used which have 4 various techniques for every brain image. 

These can be identified specifically as T1 (native), T1C (post-contrast T1-weighted), T2 (T2-weighted) and Flair (T2 Fluid Attenuated Inversion 

Recovery) [33]. One more research study offers various techniques which can be specified as a brand-new two-stage fuzzy multi-objective structure in 

order to segment 3D MRI brain images in the existence of high noise and inhomogeneity density. This formula includes 2 phases as complies; a) 3D 

Spatial Fuzzy C-Means (3DSpFCM) and also b) 3D Modified Fuzzy C-Means (3DMFCM) [7] As necessary, the UNet and 3D-UNet are also extremely 

typical CNN applications for clinical image evaluation. The framework of the UNet includes encoder-decoder; low level attributes are found by encoder 

component while top-level features are found out by the decoder with the features acquired from an encoder. This design can be called an end-to-end 

network and can create substantial outcomes in medical image segmentation [34, 35].  

In our work, it is intended to introduce a different segmentation approach on MRI brain images by using one of the CNN methods, which are formerly 

discussed. By using CNN, it is meant to raise the precision of growth medical diagnosis as a lot as feasible. While executing this procedure, an additional 

essential objective of the research study is to develop a 3D brain model with malignant growth. Furthermore, the procedure intends to draw out the lump 

framework in the 3D version to supply details on measurements of the tumor concerning deepness, height, size for figuring out the specific location of the 

deadly tumor. As a dataset, BRATS image information, which consists of MRI brain image on 4 various methods, was used.  

2. Literature Survey 

Image segmentation is one of the most sought after a medical image processing method which is widely preferred for the diagnosis of brain tumors in 

recent times. Although there are several studies regarding brain tumor segmentation, it is still difficult job to draw out a specific tumor structure without 

increasing the complexity. Even with substantial growth in the field of heath applications, the development of a 3D design model of the brain and the 

tumor itself poses a huge challenge to the researchers. Hereof, we evaluate some pertinent studies concerning brain tumor segmentation [36-40].  
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In the first suggested research, for the function of identifying brain tumors with automated segmentation such as necrosis, edema and growing tumor, a 

convolutional neural network SegNet was used to 3D information collections for 4 various MRI modalities consisting of T1, T1ce, Flair as well as T2. To 

boost tumor segmentation also much better, SegNet versions are trained independently were incorporated with post processing procedure. After this 

component, a decision tree strategy was used to classify MRI voxels for identifying various tumor components and healthy brain cells. The recommended 

algorithm resulted in three various F-measure scores of 0.85, 0.81, and 0.79 for entire growth, tumor core and expanding growth; specifically [36].  

One more research study recommends a deep learning system for tumor segmentation and estimate of the survival rate in glioma by using various MRI 

modalities. For using tumor division, 3 various 3D CNN architectures were used to boost the efficiency of the network. For survival evaluation, 4.524 

radiomic features were removed from segmented tumor areas, afterward, a decision tree and cross validation strategies were used. With this offered 

design, 61.0% precision was attained on the classification of short-survivors, lengthy, and mid survivors, respectively [37].  

Various other provided researches offer a 3D U-Net architecture which can be used for segmentation of radiologically recognizable sub-regions such as 

edema, necrosis and also developing tumors. To stress the problem of class discrepancy between tumor and non-tumorous patches, a system which is 

composed weighted patch from the lump border areas existed. This specific framework includes a contracting path to acquire details about context and 

symmetrical broadening course that permits precise localization. The Deep Convolutional Neural Network (DCNN) was used to tra in 285 MRI images, 

confirms 66 sick persons and checked on 191 sick people. Dice scores of this suggested model are specifically 0.88, 0.83 and 0.75 for the entire tumor, 

growth core, and progressing tumor [38].  

The objective of an additional research was to improve classification accuracy while lowering the danger of overfitting issue and to facilitate the multi-

class classification. The system consists of a CNN with enhanced softmax loss function and regularization. According to the outcomes of this research, the 

suggested version has a far better precision by 2% and reduced handling time of 40-50 ms compared to various other present systems. This version 

likewise comes with issues like binary classification, the computation time and the overfitting of the information [39].  

The last evaluated technique uses a deep CNN as well as combines unique segmentation as well as error improvement sections. In this research, 

segmentation masks were created to run with orthogonal slices of the input information as well as failure labels are later fixed by a gathering of Replace 

and Refine networks. Outcomes of this technique have a mean Dice value of 0.9015 while the needed segmentation time for MRI volume was 14.8 s [40].  

Our research study varies from these associated research studies by using semantic segmentation, which uses deep learning network for a procedure of 3D 

imaging of the tumor area. 

3. Proposed Methodology 

3.1. Image data set description 

In this research, we use BraTS dataset to review the segmentation efficiency of our recommended technique. Brain MR dataset has 257 training images 

with matching labels and the dimensions of these MR photos are 240 * 240 with 155 slices and 4 various imaging modalities consisting of T1 (T1-

weighted), T1C (contrast boosted T1-weighted), T2 (T2-weighted), as well as FLAIR (Fluid Attenuation Inversion Recovery). As test images, 5 various 

MR images were used to use semantic segmentation for history and tumor forecast as well as assess segmentation metrics such a s mean accuracy, imply 

WeighteIoU, meanbfscore as well as iou [49] The experiment was performed on a computer system with i7 9th generation processor device at 2.60 

GHz/8GB RAM and NVIDIA GEFORCE GTX. Each magnetic resonance imaging modalities interpret detecting brain tumor. T2 images are  used to 

figure out edema tumor areas, healthier cells can be identified on T1 images, T1C imaging modality can be related to identify the lump boundaries and 

edema areas can likewise be differentiated from cerebrospinal fluid on FLAIR pictures [41, 42] Our suggested approach uses all imaging modalities, 

which are first used on pre-processing imaging application before they fed right into neural network as an input image. After these MR images were 

presented on MATLAB, some picture processing methods such as image sharpening and histogram equalization were used on initial images to boost the 

contrast. These procedures can be seen in Fig. 1. All slices can likewise be displayed in Fig. 2.   

 

Fig. 1. Various types of MR modalities and pre-processing operations a) original images, b) Sharpened images, c) images with histogram 

equalization. 
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 Fig. 2. Summary of MR images with four different modalities a) T1, b) T1C, c) T2 and d) FLAIR.  

 

Our recommended system begins with image procurement on MATLAB modeled on by pre-processing application, which is mentioned earlier, such as 

histogram equalization. Random patches are obtained from MR images are fed right into neural network as an input. The training procedure of this 

network, which is composed 16 layers such as convolution layers, batch normalization layers, relu layers, max-pooling layers representing down-sampling 

as well as for up-sampling, shifted convolution layers and relu layers were used. Deep learning network is finished with softmax layer and pixel 

classification layer. After training procedure, test images were used to use semantic segmentation.  

Outcomes of semantic segmentation consist of segmented MR slices and predicted labels. In the last stage, semantic segmentation outcomes exist and 3D 

imaging consisting of the entire brain, ground reality and anticipated labels and tumor region. The block diagram and flowchart of our suggested technique 

are displayed in Figs. 3 as well as 4. 

 

 

Fig. 3. Schematic overview of the proposed framework.  
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Fig. 4. Overall block diagram of deep learning network and semantic segmentation process. 

3.2. Pre-processing  

As it is displayed in Fig. 4, histogram equalization was employed to authentic images to improve the contrast. We used flexible histogram equalization 

strategy, which uses a much method than routine histogram equalization by calculating numerous histograms. Each of these histograms matches a unique 

section of the photo and uses them for rearranging the lightness worth of the image. This technique offers renovation of the local contrast as well as 

improves the meanings of the sides in each area [43] Hereafter area; arbitrary patches are drawn out alike from 2 image based data store consisting of 

network inputs and wanted network feedback for training. It can likewise be used for ground truth images as well as pixel tag information for the function 

of training semantic division networks. Dimensions of the patches are changed as 36 * 36 * 155 and 40 * 40 * 155 as well as the variety of spots per 

picture are 80 and 90, specifically. Because there were some memory problems, factor for choosing these spot dimensions is to  maximize the deep 

knowing network as well as enhance the efficiency of the network as a lot as feasible. After performing numerous experiments, spot sizes with these 

dimensions have the ideal result. 

3.3. Deep learning network  

Our recommended deep learning network essentially is composed down sampling and up sampling procedures which were used by convolution and 

transposed convolution layers. Semantic segmentation was put on check images by using the network whose streamlined framework is received as shown 

in Fig. 5. Extracted spots are fed right into deep learning network as an input image. Convolution layers are employed to images that have 12 filters with 

dimensions of 4 * 4 * 4. This process leads to high efficiency outcomes which can be acquired after some experimental procedure. Thinking about the 

tumor dimensions, it was intended to implement even more comprehensive evaluation. To accomplish down-sampling procedure, 3D max-pooling layer 

was used by dividing 3D picture right into cuboidal regions. 

 

Fig. 5. Overview of the deep learning network adopted for this study. 
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3.3.1 Down Sampling  

Max-pooling layers, which are placed right into network after convolution, batch normalization and relu layers are generally in charge of finishing down-

sampling of the image. With these layers, it is intended to handle information about a preferable dimension, offering a faster processing time of the image 

by minimizing dimensions of input information. Also, these layers play a crucial role in lowering the storage size of the information. The formula for 

convolution layer is shown in Eq. (1). For three-dimensional image (I), there dimensional filters (F) were used [51, 52].  

O (i, j, k) =    𝐼  𝑚, 𝑛, 𝑝 𝐹 (𝑖 − 𝑚, 𝑗 − 𝑛,𝑘 − 𝑝)𝑝𝑛𝑚       (1) 

Matrix form in Eq. (1) can be defined as follow: Input matrix size (number of images) x (width (w)) x (height (h) x (depth(d)) where wand h represent the 

number of convolution filters and d is corresponding to filter depth.  

3.3.2  Up Sampling  

Transposed convolution layers are included in the neural network for upsampling the 3D feature maps of the information. The size of image can be 

boosted at the end of these layers. The exact same dimension of filters as in convolution layers was used for deconvolution procedure. The last layer of the 

deep learning network is the pixel classification layer, which supplies categorical labels for each and every image pixel or voxel to be used for semantic 

segmentation. 

3.3.3 Semantic segmentation  

Semantic segmentation determines the procedure of correlating each pixel of a MR brain image with a course label such as background and also 

additionally tumor. The application of semantic segmentation by using deep learning network identifies every pixel in an image. This procedure winds up 

with the segmentation of an image by classes [44, 45). Our technique offers a neural network and application of a semantic segmentation on MR images 

by using this deep learning framework. The usual framework in semantic segmentation networks uses down-sampling of an image between convolutional 

and ReLU layers and consists of result up-sampling to match the input dimension. After roughly 3-h training procedure per image finished, test images 

were offered to the network to employ an effective semantic segmentation.  

3.3.4 Performance assessment metrics  

Outcomes of the segmentation were reviewed with various metrics consisting of global accuracy, mean accuracy, meanIoU, weightediou, dice-index and 

meanBFscore. One more analysis procedure for pixel category according to class is to produce a confusion matrix [46]. Each row of the confusion matrix 

stands for the circumstances in a predicted class and also each column stands for the instances in a true class (Table 1).  

Table 1 - Class confusion matrix for pixel classification.  

 True class  

P(Background) N (Tumor) 

Predicted class 

P(Background) True Positive (TP) False Positive (FP) 

N (Tumor) False Negative(FN) True Negative (TN) 

  

Global precision defines ratio of properly classified pixels to the complete variety of pixels without trust class. The ratio of properly classified pixels 

versus complete pixels for each and every class is referred to as a mean precision displayed in Eq. (2) [47].  

Accuracy = 
(TP  + TN)

( TP  + TN + FP + FN)
  

To assess the semantic segmentation results more precisely, IOU (Intersection over Union) metric can be used, which is also specified as a jaccard index 

displayed in Eq. (3) as well as Eq. (4) [48]. This is just one of many usual metrics of a semantic segmentation procedure. It can be discussed as a ratio 

between overlapping areas of segmented images and also ground truth images [48]. This metric can be more suitable when validated with the resemblance 

of ground truth labels and also predicted labels. The value of this metric diversified between 0 (no overlap) as well as 1 (full overlap).  

 Jaccard(A,B) = 
(||A∩B||)

(||AUB ||)
  (3)  

 Jaccard = IOU = 
(TP  )

 (TP  + FP + FN )
 (4) 

WeightedIoU is the mean IoU value of all classes and it is identified with weighted mean values of various pixels for every class. BF rating shows the 
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resemblance between anticipated contours of each class as well as true contours. To review semantic segmentation outcomes, dice coefficient has a vital 

function, which is like IoU revealed in Eqs. (3) and (4) [50]. All these metrics can explain significant statistics concerning semantic segmentation and 

label prediction.  

At the last phase of our research study, 3D imaging of the entire brain, ground truth and estimated labels to compare resemblance and tumor structure 

concerning the dimensions of tumor with respect to depth, height, and size is provided. 

4. Simulation Results 

In this work, 257 BraTS image information collection was used for training with deep learning network by using semantic segmentation. To use semantic 

segmentation with deep learning strategy, we utilized training, test as well as validation images for predicting labels as well as comparing them with 

ground truth labels. After training procedure finished, 5 types of information were established comprising 155 MR slices with tumor. The examination 

outcomes of our design, which includes numerous semantic segmentation metrics, are depicted in Fig. 6. In terms of using semantic segmentation by using 

neural network, 2 classes were determined on MR images such as background and tumor. According to end results, the mean tumor  prediction was figured 

out as 91.72 and mean background prediction accuracy was estimated to be 99.75. Various other metrics for 5 images consisting of mean accuracy, 

weightedloU and meanIoU were figured out as 95.74, 86.95, and 99.42, respectively. MeanBFScore, which is among one of the most crucial metrics was 

estimated to be 92.94.  

 

Fig.6. Summary of semantic segmentation results of the first image including ground truth and predicted labels with IoU ratio  as 84.71 a) 

original MR slices (T2), b) segmented MR slices, c) ground truth labels and d) predicted labels.  
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Fig. 7. Similarity index ratios of the first image with dice scores. 

3D imaging of the entire brain, ground truth labels and also predicted labels were accomplished on MATLAB by using segmented MR slices as well as  

 labels (Fig. 8). To compare the uniformity between ground truth and prediction, labels were put right into segmented MR slices (Fig. 9) and after that 3D 

brain model including tumor were acquired to take a look at tumor dimensions extra precisely (Fig. 10). 

 

 

Fig.8. Illustration of 3D imaging by using segmented slices a) whole brain, b) ground truth labels and c) predicted labels (axes represent the pixel 

number). 

 

 

Fig. 9. Process of Label insertion into segmented MR slices, a) MR slices with ground truth labels, b) MR slices with predicted labels. 
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Fig. 10. Overview of 3D MR brain image display using the process of label insertion on to the slices a) ground truth labels, b) predicted labels 

(axes represent the pixel number) 

 

As a last phase of our research, after ground truth as well as predicted labels put right into segmented images to compare the similarity between these 

labels as well as 3D models which is produced by utilizing them. To recognize a better specific area of the tumor, 3D versions were created and chopped 

by using 3D image-cropping feature on MATLAB. These images were presented on 3 various imaging plane consisting of coronal (Fig. 11), sagittal (Fig. 

12) and also axial (Fig. 13). They elucidate the tumor area and provide specific details concerning tumor dimensions such as size, depth as well as height. 

 

 

Fig. 11. 3D illustration of precise tumor location on coronal plane. 

 

 

Fig. 12. 3D illustration of precise tumor location on sagittal plane. 
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Fig. 13. 3D illustration of precise tumor location on axial plane. 

 

5. Discussions 

This paper presents a technique based on semantic segmentation strategy by using convolutional neural network. Our recommended framework 

uses semantic segmentation on MRI scans to identify background and tumor prediction as well as compare ground truth and predicted labels. 257 MR 

images with 4 various modalities were trained in deep learning network. After training procedure was effectively finished, 5 various MR examination 

pictures entailing 155 slices per image were fed right into this neural network for using semantic segmentation procedure. Outcomes of this semantic 

segmentation network showed substantial values for assessing the segmentation metrics. When our research compared to various other associated jobs, 

segmentation criteria such as IOU, BF score and dice score exhibit extra trusted and accurate numbers as they were stated previously. Background and 

tumor prediction were figured out as 99.76 and 91.72, specifically. These proportions can be taken as crucial numbers for assessing the success of 

semantic segmentation and also getting details relating to the growth area. On the various other hand, for future research studies, our design can be a lot 

more reliable, when it is performed using even more memory. To eliminate this problem, an external GPU tool can be used, to analyze and evaluate 

additional test images with much shorter duration. To enhance the pixel classification, patch size and patch per image variables which are obtained from 

initial images can be raised. Tumor prediction ratio can be created substantially. One more factor to consider boosting the selection of pixel category is to 

boost the variety of courses. This strategy exhibits efficiency because it consists of much more test information and even more classes.  

 The objective of this research study also consists of a 3D imaging of brain, ground truth as well as predicted labels and tumors with the 

insertion of these labels right into segmented images to have relevant information relating to the precise tumor location. Resemblance ratios between 

ground truth and predicted labels were determined as 86.95, which provide a notion regarding the accuracy of semantic segmentation. To develop 3D 

brain model comprising tumors, all 155 MR slices were used and superposed. Distinctions between 3D brain models with ground truth labels and 3D 

predicted labels can be observed in images mentioned previously. This proposed method is an effective technique given that it  provides relevant 

information concerning the precise area of growth concerning depth, size and height. 

Table 2 - Comparison between proposed method and other related methods. 

Studies Accuracy F-Score 

Alqazzaz et al., 2019 - 0.85 

Li Sun et al., 2019 0.61 0.909 

Baid et al., 2020 - 0.88 

Maharjana et al., 2020 0.98 - 

Ataloglou,et al., 2019 - 0.90 

Proposed method 0.957  0.92 

 

Through contrasting the outcomes of literature study as well as our recommended research study, it can be plainly seen on Table 2 that our strategy reveals 

a considerable F-score versus various other techniques. To review our precision proportion, it can be enhanced with even more memory area or by using 

custom neural network instead of pre-trained network. In enhancement, contrast with many of the associated studies shows high precision as well as F-

score proportions concerning growth forecast. Also though we experienced some memory concerns, we acquired these substantial outcomes by evaluating 

5 MR brain images. As we previously specified in this paper, our dice index numbers reveal meaningful outcomes in terms of assessing the similarity 

between the ground reality and predicted labels.  

Furthermore, by using semantic segmentation with a deep learning network, we intended to take a look at the entire brain tumor growth. Our examination 

metrics plainly reveal that we can discover brain tumor growth with high accuracy and precision. Therefore, this enhanced technique can be applied to MR 

brain images for in depth assessment. 
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6. Conclusion 

In this research study, we offered various techniques to identify entire brain tumors and present the precise growth area in 3D. Although our design is 

extremely efficient to predict brain tumors in MR images properly, the efficiency of this system can be established by including even more class 

identifications to have even more details about the type of brain growth as well as additionally enhancing the variety of training as well as test 

information, it can be acquired extra results to boost tumor diagnosis. Moreover, 3D version of ground truth as well as predicted labels put in the brain can 

be advantageous for doctors to recognize the precise area and measurements consisting of height, depth and size.  

  Finally, with the recommended approach, 2 various courses such as 'background" as well as 'tumor' were defined. By using an arbitrary patch 

extraction technique, images were fed right into deep learning network. While the mean background prediction was identified as 99.675, mean tumor 

forecast proportion was computed as 91.618. Additionally, various other semantic segmentation metrics consisting of mean precision, mean IoU mean BF 

rating and dice index were used to do a thorough evaluation. Outcomes of these analysis metrics are rather appealing. For future research, by raising the 

variety of test images, a lot more exact outcomes can be obtained. 3D imaging of the brain growth was effectively performed. In the enhancement of 

segmentation outcomes, 3D imaging can supply a large variety of research studies on brain growth evaluation. It can be claimed that our research study is 

encouraging and reliable in terms of brain growth discovering and imaging. 
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